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ABSTRACT
Over the past decades, text classification underwent remarkable

evolution across diverse domains. Despite these advancements,

most existing model-centric methods in text classification cannot

generalize well on class-imbalanced datasets that contain high-

similarity textual information. Instead of developing new model

architectures, data-centric approaches enhance the performance

by manipulating the data structure. In this study, we aim to inves-

tigate robust data-centric approaches that can help text classifica-

tion in our collected dataset, the metadata of survey papers about

Large Language Models (LLMs). In the experiments, we explore

four paradigms and observe that leveraging arXiv’s co-category

information on graphs can help robustly classify the text data over

the other three paradigms, conventional machine-learning algo-

rithms, pre-trained language models’ fine-tuning, and zero-shot /

few-shot classifications using LLMs.
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1 INTRODUCTION
Text classification, as a fundamental task in natural language pro-

cessing (NLP), has undergone significant evolution over the past

few decades in many application fields, such as context understand-

ing [20, 21, 42], content debiasing [61, 62], spam detection [2], and

taxonomy generation [25]. Conventional methods transform the

text via sparse feature representation, e.g., bag-of-words model [53].

Recently, deep-learning-based approaches, such as long short-term

memory (LSTM) [15], have been widely applied to better learn

text representations. Subsequent improvements [22, 51] attempt

to capture the long-range dependencies of words for textual un-

derstanding. Most of these methods improve performances from
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Figure 1: The overall process of our data-centric approaches.
The arrow points to the next step in the workflow.

the angle of model architecture but couldn’t generalize well on

specific types of text data, such as class-imbalanced data [33] or

high-similarity data [31], which are commonly seen in daily lives.

Recent studies reveal that data-centric approaches could be a

potential solution to enhance text classification performance [3, 16].

Compared to the model-centric approaches, which aim to design

a well-generalized model on the given datasets, data-centric ap-

proaches usually optimize the model’s outputs by manipulating the

dataset [52]. In this study, we aim to investigate robust data-centric

approaches that can help improve text classification performance

on class-imbalance datasets that contain similar textual information.

To illustrate our data-centric approaches, we present the overall

process in Figure 1. Our process is mainly divided into two stages,

data development and data assessment. In the data development

stage, we initially collected the metadata of Large Language Models

(LLMs)’ survey papers until November 30
𝑡ℎ
, 2023, and then assigned

each paper to the corresponding category in our new proposed tax-

onomy. In our collected dataset, on the one hand, the distribution

of each category is not uniform, which leads to a substantial class

imbalance issue. On the other hand, authors usually use similar

terminologies to describe LLMs in the title and the abstract of these

survey papers. Such a textual similarity introduces significant diffi-

culties in text classifications. To embrace these two challenges, we

conduct investigations into various types of data, such as attributed

graphs and text data. In the data assessment stage, we first evalu-

ate which types of data can yield superior classifications in four

paradigms, conventional machine learning algorithms, graph struc-

ture learning, fine-tuning the pre-trained language models, and
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zero-shot/few-shot classi�cations using LLMs. Our evaluations re-
veal that leveraging the graph structure information of co-category
graphs can help better classi�cations over the other three paradigms.
After evaluating the data, we visualize various graph structures to il-
lustrate the e�ectiveness of graph structure learning on co-category
graphs. Last, we store our datasets for future retrieval.1

Overall, our primary contributions can be summarized as follows:

� We �rst investigate data-centric approaches that can help
text classi�cation on class-imbalance datasets that contain
similar textual information.

� We �rst collect the metadata of 112 literature reviews about
Large Language Models (LLMs) and propose a new taxonomy
for these papers.

� Extensive experiments indicate that graph structure learning
on co-category graphs can robustly classify the text data and
substantially outperform the other three paradigms.

2 RELATED WORK
2.1 Data-centric Arti�cial Intelligence (AI)
The success of AI models is inseparable from a large amount of
high-quality annotated data [32, 54]. Compared to improving AI
models, an increasing number of research works are dedicated
to developing frameworks, commonly named Data-centric AI ap-
proaches, that can iteratively improve the data quality for AI sys-
tems [52]. Most related papers can be divided into two categories,
automatic approaches and collaborative approaches [52]. The auto-
matic approaches aim to automate the process of data manipulation,
whereas the collaborative approaches involve human collaboration.
Within the former category, the majority of works are classi�ed
based on the types of approaches, such as programming-based
methods [26, 28], learning-based [18, 43], and pipeline-based meth-
ods [12, 38]. In the latter category, most works are assigned based
on the extent of human involvement, such as full collaboration [27]
or partial collaboration [4].

2.2 Graph Structure Learning
Graph Neural Networks (GNNs) have been widely used for graph
structure learning [7, 8, 19, 46, 49, 55, 56, 58, 59]. Bruna et al. [6]
�rst extend convolution operations on graphs using both spatial
methods and spectral methods. To improve the e�ciency of the
eigendecomposition of the graph Laplacian matrix, De�errard et
al. [10] approximate spectral �lters by using K-order Chebyshev
polynomial. Kipf et al. [23] simplify graph convolutions to a �rst-
order polynomial while achieving state-of-the-art performance for
semi-supervised learning. Hamilton et al. [13] propose an inductive-
learning approach that aggregates node features from correspond-
ing �xed-size local neighbors. These GNNs have been proven to
achieve extraordinary performance in graph structure learning.

2.3 Text Classi�cation
Text Classi�cation has been widely studied in recent years [24, 47,
48, 60]. In the late 20th century, machine-learning models were ini-
tially developed to classify text data [39]. Since 2017, Transformer
kicked o� the era of large language models and has achieved a huge

1Dataset and source codes: https://github.com/junzhuang-code/DCGSL

breakthrough in text understanding [45]. On the one hand, by har-
nessing the power of Transformer [45], BERT [22] can better learn
the bidirectional representations, signi�cantly enhancing the per-
formance across a wide range of contextual understanding [35� 37].
Subsequent improvements, such as RoBERTa [34], DistilBERT [41],
and Albert [29], made substantial contributions to this direction.
On the other hand, inspired by the Transformer [45], researchers at
OpenAI, introduced a series of Generative Pre-Training (GPT) mod-
els, such as GPT-1 [40], that integrate unsupervised pre-training
with supervised �ne-tuning. With iterative enhancements, GPT-3
achieved human-level classi�cation performance on several NLP
benchmarks [5]. GPT-4 extended the capabilities to multi-modal
learning and obtained remarkable advancements, leading the devel-
opment of large language models [1]. Besides employing language
models, Yao et al. [51] �rst explore leveraging graph neural net-
works in text classi�cation, which sparked enthusiasm for better un-
derstanding textual information via graph structure learning [17].

3 METHODOLOGY
In this section, we introduce our data-centric approaches in two
stages, data development and data assessment. In the former stage,
we introduce the process of data collection, data labeling, and data
construction. For the latter stage, we mainly explain the evaluation
of graph structure learning.

3.1 Data Development
In the data development stage, we divide the process into data
collection, data labeling, and data construction. We introduce each
step in detail in this section.

Figure 2: Trends of survey papers on large language models.
We focus on the trends of the �rst released date.

3.1.1 Data Collection.In recent years, large language models at-
tracted more and more attention. Related survey papers have also
been continuously emerging in 2023. As shown in Figure 2, the
trend has been increasing, with signi�cant growth in March, July,
and November of 2023. We scraped the metadata of survey papers
about large language models from the arXiv website and further
manually supplemented the dataset from Google Scholar. We up-
dated the dataset weekly until November 30, 2023, and collected
112 survey papers in this study.

To better understand the collected papers, we present the word
frequency in Figure 3 to show which words have been frequently
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Figure 3: The 30 most frequently occurring noun (left) and verb (right) keywords in the abstract.

used in summary (abstract). These distributions suggest that the ab-
stracts of these papers contain many similar terms, which increases
the di�culty of text classi�cation. Thus, the above observation mo-
tivates us to explore other methods, such as leveraging the graph
structure information, to classify the papers.

Figure 4: The mind map of survey papers about large lan-
guage models. Besides "Comprehensive" and "Others" that
are not included in the mind map, we highlight thirteen
categories in our proposed taxonomy. The total number of
classes in the labels is �fteen.

3.1.2 Data Labeling.After collecting data, we further designed a
new taxonomy and assigned each paper to the corresponding class.
One bene�t of providing the taxonomy is that a taxonomy can help
newcomers understand the hierarchy of concepts. The mind map
of the proposed taxonomy is presented in Figure 4. We highlight
thirteen classes in the mind map. The total classes in the labels are
�fteen, including "Comprehensive" and "Others" (Not presented in
the mind map). To better understand the distribution of the classes,
we present the class distribution in Figure 5. The distribution indi-
cates that the class is extremely imbalanced, introducing a challenge
to this classi�cation task.

Note that we prefer to propose a new taxonomy instead of using
the arXiv categories since the arXiv categories cannot re�ect the
concept hierarchy for LLMs. To illustrate this point, we present the
distribution of survey papers across di�erent arXiv categories in
Figure 6. Top-2 frequent categories are "cs.CL" (Computation and
Language), and "cs.AI" (Arti�cial Intelligence), which means that

Figure 5: Distribution of classes in the proposed taxonomy.

most authors choose these two categories for their works. However,
these two categories don't re�ect the model techniques. So, it is
essential to propose a new taxonomy in this study.

Figure 6: Distribution of arXiv categories in our dataset.

Overall, we present the data description in Table 1.

3.1.3 Data Construction.In the previous section, we explain the
motivation for exploring graph structure learning. The goal of
constructing attributed graphs is to utilize the graph structure
information to classify survey papers into corresponding categories
in the proposed taxonomy. Before constructing the graphs, We �rst
de�ne the attributed graphs as follows.

Definition 1. An attributed graphG denotes a graph structure
that represents topological connectionsE among a set of vertices
V associated with attributes. The topological relationship among
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