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ABSTRACT

This paper addresses the challenges of aligning large language
models (LLMs) with human values via preference learning (PL),
focusing on incomplete and corrupted data in preference datasets.
We propose a novel method for robustly and completely recalibrating
values within these datasets to enhance LLMs’ resilience against the
issues. In particular, we devise a guaranteed polynomial time ranking
algorithm that robustifies several existing models, such as the classic
Bradley—Terry—Luce (BTL) [5] model and certain generalizations
of it. To the best of our knowledge, our present work is the first to
propose an algorithm that provably recovers an e-optimal ranking
with high probability while allowing as large as O(n) perturbed
pairwise comparison results per model response. Furthermore, we
show robust recovery results in the partially observed setting. Our
experiments confirm that our algorithms handle adversarial noise and
unobserved comparisons well in both general and LLM preference
dataset settings. This work contributes to the development and scaling
of more reliable and ethically aligned Al models by equipping the
dataset curation pipeline with the ability to handle missing and
maliciously manipulated inputs.

1 INTRODUCTION

Large Language Models (LLMs) are highly advanced Artificial
Intelligence (AI) systems capable of understanding, interpreting, and
generating languages. The integration of Al chatbots like ChatGPT
into our daily lives and businesses has had a profound impact on
both society and industries [12]. These models have evolved from
being specialized tools in specific fields to versatile assets that
are increasingly applied in everyday activities and diverse work
environments [31]. However, the success of GPTs/LLMs depends
not only on their ability to generate responses and perform tasks well
but also on their alignment with human values and expectations.

The prevalent method for aligning AI/LLMs currently involves
preference learning (PL) through RLHF or Reinforcement Learning
from Al Feedback (RLAIF) [26] using Proximal Policy Optimization
(PPO) [38], or alternatively, employing Direct Preference Opti-
mization (DPO) [35]. While PPO is a reinforcement learning (RL)
technique within the RLHF pipeline, DPO directly integrates human
preferences into the LLMs.

These techniques rely on collecting and curating high-quality
pairwise human preference data, which presents several challenges.
Gathering human feedback is slow and expensive and often results in
incomplete or imperfect data [4, 26]. Furthermore, participants may
intentionally provide inaccurate or harmful feedback due to malicious
intentions, as pointed out by [6]. These factors can lead to unintended
consequences in estimating rankings from preference datasets from
models such as BTL. They pose a considerable challenge in ensuring
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Figure 1: CURATRON corrects incomplete and adversarially
corrupted preference data to improve RLHF/DPO alignment
results compared to using the raw initial preference data.

the integrity and reliability of the preference datasets used for
aligning LLMs, especially when scaling up the alignment process
with large-scale responses and participants.

Approaching the issues, we consider the following learning prob-
lem. Suppose there are n responses we wish to order based on a notion
of comparison, between every pair of responses, with probabilistic
outcomes. Further, we are given a set, N = {(i, j, {yfj})}, consist-
ing of K independent pairwise comparison outcomes, denoted by
{yfj} € {0,1}, k € [K], between pairs of responses (i, j) C [n] x [n],
a significant proportion of which might be corrupted by an adversary.
In this passive learning setting, the concrete questions we wish to
address are:

(1) Is it possible to identify the pairs whose comparison results
were corrupted by an adversary?

(2) Having identified the corrupted results, as desired, is it
possible to filter them out while computing a global ranking
of the n responses?

(3) Is this task tractable statistically and computationally?

(4) If so, is it possible to construct a provably correct and
efficient algorithm, and what are the associated properties?

(5) Further, does it work well in practice when we may also
encounter unobserved data?

Our Contributions: We systematically answer the above questions
in the affirmative. Specifically, our contributions are as follows.

(1) Problem formulation: We give a generic definition of (addi-
tive) adversarial noise, which can be handled for a broad class
of statistical models, including the classic BTL model and
also certain extensions of it such as the general Low—Rank
(LR) models [37]. As is the case with standard estimation
techniques, if the noise is not modeled and handled well, we



show that the quality of the estimated ranking could be quite
bad, by quantifying the error of the estimated ranking with
respect to the best possible ranking.

(2) Algorithms & guarantees:

e Under certain (information-theoretically tight) identifi-
ability assumptions on the properties of the adversary,
we develop a correct and efficient ranking method,
Robust Preference Data for Rigorous Alignment (RO-
RATRON)), that guarantees e-accurate high-probability
learnability in a manner that is ‘robust’ and oblivious
to the effects of the adversary. Our learning algorithm
is provably characterized by polynomial time computa-
tional complexity.

e In practice, it is often the case that not all pairs are
compared, and even the observed pairwise comparison
data could be adversarially corrupted — we also develop
Complete Robust Preference Data for Rigorous Align-
ment (CURATRON) and characterize the conditions
for guaranteed robust recovery in this scenario. This re-
sults in a practical implication of enhancing preference
data collection efficiency by automatically generating
complete datasets from limited missing preference data.

(3) Experiments: Finally, we support our theoretical results
by showing robust ranking results on both synthetic and
real-world experiments. Our experiments demonstrate the po-
tential of our method in helping create large-scale AI/LLMs
that are more accurately aligned with human values using
minimal human effort as we achieved high reconstruction
accuracy despite severe data missing and corruption.

2 RELATED WORK

‘We now briefly present relevant work in: (1) LLM alignment with PL
from human feedback, (2) ranking models and ranking algorithms
that handle noise, and (3) robust subspace recovery methods, which
will be needed for us to prove recovery results for ranking.

LLM Alignment with PL from human feedback: PL was initially
developed to train agents in simulated environments to perform
nuanced behaviors that are hard to define but easy to observe and
recognize [8]. It has recently been found successful in aligning LLMs
to human intentions and values such as harmfulness, helpfulness,
factuality, and safety. Some of the methods of PL in LLMs are
RLHF [34], RLAIF [4, 26], DPO/y/PO [35, 43, 47], and SLiC-HF
[47]. However, these methods assume that there is high-quality
human supervision through pairwise/ranking preference data, but in
practice, this is often not the case [6]. Recent works such as KTO [13]
also attempt to eliminate the need for pairwise human preferences,
requiring only binary feedback on LLM outputs.

Ranking Models: In the BTL model, item i has an associated
score w;; then, the probability that item i is preferred over j is given
by P;j = e™ i /(e™™ + e~ ") where w € R" is the BTL parameter
vector to be estimated from data; here, P € R™ " is called the
‘preference matrix’. A closely related model, in the non-active setting,
is the recently proposed LR model [37] wherein a generic class of
preference matrices is characterized to be those having low rank
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under transformations using certain functions; specifically, for BTL-
like models, the logit function defined as ¥/(x) = log (x/(1 — x))
turns out to right choice as shown in their paper. However, while
their model accounts for missing information, they do not consider
the harder problem of handling adversarial noise. Several robust
ranking heuristics have been proposed (for example, [45, 49]) but
these approaches do not have theoretical guarantees associated with
them. The Sync-Rank algorithm, for handling different noise models
as compared to the one considered in the preset work, was proposed
in [11] and is based on spectral techniques. Another related work is
[36] which proposes the so-called ‘Generalized Low-Noise’ (GLN)
condition that Vi # j, Pij > Pji = X apPy; > X} apPy; for
a € R™. When ay, = 1, Yh they analyze the sample complexity and
show convergence properties of various popular ranking algorithms
like:

(1) Maximum Likelihood (ML): this entails solving
arg maxw ;< j(Pij(wj—wi)—log(1+exp(w;—w;))) where
w € R" is the BTL parameter vector and P j is the empirical
preference matrix.

(2) Rank Centrality (RC) [28]: here, one sorts items by their
scores which are computed as the stationary distribution of
an appropriately normalized empirical preference matrix;
this approach has a known sample complexity guarantee of
O(nlog(n)).

(3) Borda Count (BC) [23]: this heuristic involves ranking an
item according to the fraction of times it beats other items.

For the general case a (which previous methods fail to handle),
they also propose a noise-tolerant SVM-based method for rank
aggregation. However, in the adversarial setting, we consider in
this paper, GLN could be violated and hence requires a different
algorithmic approach and analysis.

Robust Subspace Recovery: 1t is well-known that Principal Com-
ponent Analysis (PCA), a ubiquitous technique for subspace identifi-
cation, is not robust to outliers; this may be attributed to the fact that
PCA is an Ly optimization problem due to which grossly corrupted
data points may perturb and skew the eigenvectors spanning the
maximum variance subspace of the data points significantly.

The Robust PCA (RPCA) problem [30] addresses the following
question: suppose we are given a data matrix M which is the sum of an
unknown low-rank matrix L and an unknown sparse matrix S, can we
recover each of the component matrices? While several works [19, 46]
analyze this problem, it is shown in [30] that, under information-
theoretically tight assumptions, a simple iterative algorithm based on
non-convex alternating projections of appropriate residuals provably
yields an e-accurate solution in O(log(1/¢)) iterations with an overall
computational complexity of O(n?r?log(1/€)) where r is the rank
of L. We will use this result, in particular, to derive guarantees for
our ranking problem.

3 PROBLEM SETUP AND SOLUTION
APPROACH

3.1 Notation

We first define some notation. We denote the set of all permutations
of n LLM responses/items as Sy. If not specifically defined, we use
lower-case letters for scalars, upper-case letters for global constants,
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lower-case bold-face letters for vectors and upper-case bold-face
letters for matrices; specifically, P denotes a preference matrix. Let
Pn == {P € [0,1]""|P;; + Pj; = 1} denote the set of all pairwise
preference matrices over n responses. Let the set of stochastic-
transitive matrices be PST = {P € Pn|P;j > 1/2,Pj > 1/2 =
P;. > 1/2}. Let the set preference matrices described by the BTL
model be P,?TL ={PeP,|lqwe R s.t.e”™i/(e"Wi+e ™)} Let
¥ : [0,1] — R be a strictly increasing bijective L-Lipschitz function
and define the class of low-rank preference matrices with respect to
¥ as P,ERW’” = {P € P,|rank(y(P)) < r} where r € [n]; when we
apply such a transformation to a matrix, it is applied entry-wise. In
this paper, we take i to be the logit function.

For any matrix M € R™" let the infinity norm be de-
noted by ||[Mll,, = max;; |Mij’, the Frobenius norm be denoted

by Ml = X%, ;.’:1 Mizj, the spectral norm be denoted by

IMl| = maxy yern x " My. Denoting the indicator function by 1, de-
fine the zero norm of a matrix to be the maximum number of non-zero
elements in any row/column, ie, [|[M||, = max(max; ».7_; 1(M;; #
0), max; Z;’zl 1(M;j # 0)). Let the Singular Value Decomposition
(SVD) of a square matrix be given by M = ULV where U,V € R"™*"
are orthonormal matrices (whose columns are singular vectors) and
Y. € R™ is the diagonal matrix of singular values. Now, M is said

to be p-incoherent if max (maxl- [le] Ul|, . max; ||e;'—V||2) < uyr/n

where e; denotes the i* h basis vector in R™. Also, let Omax ‘= Max; Xjj
and oy = min; Xj;.

We define the distance between a permutation o € S, and a
preference matrix P € P, as:

-1
dist (o,P) := (;‘) Z 1((Pij > 1/2) A (a(i) > o(j)))

i<j

-1
+ ('2‘) Z 1((Pji > 1/2) A (6(j) > o(i)))
i<j
Note that the above loss function basically is the number of pairs
on which the ordering with respect ¢ and P differ divided by the
number of ways to choose two out of n responses. Finally, let
Pmin = min;z; P;; and A = minz; [(/(P;;) — $(1/2))].

3.2 Characterization of the Adversary

The following (weak) assumption characterizes the properties of the
adversary. We shall see in the next section that it is information-
theoretically tight in order to guarantee recovery in the solution
approach that we propose. Note that this is a deterministic assumption;
in particular, we do not have any distributional assumptions regarding
the locations, the signs, or the magnitudes of the corruptions, and
hence is very general.

AssuMPpTION 1. The (additive) adversarial noise which corrupts
a p-incoherent preference matrix P € P#R(‘//’r) is modeled by a
skew-symmetric sparse matrix S so that the corrupted preference
matrix P¢ € Py, is given by P¢ = P+S. We assume the (deterministic)
bounded degree condition that ||S||y < d < n such d < n/512p%r

wherer < n.

So, why do existing non-robust algorithms not recover the true re-
sponse ordering in the presence of an adversarial noise source? This

Procedure 1 RPCA: Robust Principal Component Analysis
Input: M =L* +S*, rank r of L*.
Output: L,S.
1: Solve the following optimization problem using Algorithm 1 of
[30]:

{E,§} :argrilisn IM—-L-S|g
s.t. rank(L) < r,||S]lp < d

2: return L, S.

Procedure 2 PR: (y-approximate) Pairwise Ranking

Input: Preference matrix M € R™*",
Output: Ranking o.
1: Compute Vi, v; «— Z}’ﬂ 1(M;j > 1/2).
2: return ¢ < Sort(v).

question is answered by the following proposition which precisely
quantifies how bad a ranking could be when an algorithm uses the
corrupted pairwise preference matrix. The key idea is to construct
an adversary that intentionally flips true comparison results.

CrAiM 1 (UPPER BOUND ON ESTIMATION ERROR). Under As-
sumption 1 it is possible that dist(c, P¢) = O(1).

Proor. Assume that we are exactly given the entries of the
preference matrix as opposed to sampling them. Note that in order
to estimate a ranking from a given preference matrix, we still need
to use a pairwise ranking procedure. Let o € S, be the output of
any Pairwise Ranking (PR) procedure with respect to an underlying
preference matrix Q € . For a constant y > 1, ¢ is said to
be y-approximate if dist(c, Q) < y min, g, dist(o, Q). Define the
following distance which measures the fraction of response pairs
over which two preference matrices {Q, R} € P, disagree.

-1
dist (Q,R) := (721) Z]l((Qij>1/2)/\(Rij<1/2))

i<j

-1
* (g) Z]l ((Qij < 1/2) A (Rij > 1/2))

i<j

By Lemma 20 of [37],forQ € P37 andR € P,,, we have dist(5, Q) <
(1+y) dist(Q, R). But note that it is possible that dist (Q,R) =1 as
it is easy to construct by R that disagrees with Q in every entry by
simply setting R = Q7. Now, we may set Q = P and R = P¢ for any
algorithm that uses P for ranking; specifically, for the adversary
satisfying Assumption 1, we can see by a direct counting argument

that dist (Q, R) < 4(2n=1-d)

(=1 which proves the claim. O

3.3 Solution Approach

This part of the paper identifies three scenarios/settings where
missing and adversarially corrupted comparisons can affect the
ranking results. We plan to tackle the three situations detailed in
subsequent sections:



(1) Fully observed and adversarially corrupted setting: Some
instances of the comparison results are adversarially cor-
rupted. This scenario can happen when data quantity is
prioritized over data quality in the data collection process,
resulting in biased or malicious human feedback. Algorithm
3 RORATRON is proposed to solve this problem.

(2) Partially observed and uncorrupted setting: Not all pairs
of responses are compared. This scenario can happen when
data quality is prioritized over quantity in the data collection
process. Observing all possible comparisons can be expen-
sive and challenging, especially when there are many LLM
responses to compare. Algorithm 4 CORATRON is proposed
to solve this problem.

(3) Partially observed and adversarially corrupted setting: Both
(1) not all pairs of responses are compared, and (2) some in-
stances of the comparison results are adversarially corrupted.
This scenario can happen when data quantity and quality
are not met in the data collection process. This scenario will
likely happen in a large crowd-sourced environment due to
large-scale LLM responses and participants. Algorithm 5
CURATRON is proposed to solve this problem.

4 FULLY OBSERVED ADVERSARIAL
SETTING

4.1 Algorithm

In this section, we answer Question 4. We present our main algorithm
for robust passive ranking from pairwise comparisons in the presence
of adversarial noise in Algorithm 3. The input data consist of the set
of pairwise comparison results & = {(i, j, {yfj})}, (i,j) € [n] x [n],
k € [K], yfj € {0, 1}. The algorithm assumes the true rank of /(P)
as an input parameter; specifically, for the BTL model, we set r = 2.
Algorithm 3 calls the following procedures:

(1) Robust PCA (Procedure 1): Note that Step 3 of Algorithm 3
uses a matrix low-rank plus sparse decomposition subrou-
tine. To obtain our recovery guarantee, it is sufficient to
use the robust PCA problem as a black-box method; for
the precise details of this algorithm, we refer the reader
to [30]. In particular, for our analysis, we use the noise-
case guarantees in their paper. This is characterized by a
(strongly-polynomial) running time of O(n?r? log(1/¢)) and
guarantees e-recovery of the component matrices under the
conditions of Assumption 1 and Lemma 3.

(2) y-approximate pairwise ranking procedure (Subroutine 2):
Step 4 of Algorithm 3 calls a constant factor approximate
ranking procedure. Specifically, we use the Copeland pro-
cedure [9] which has a 5-approximation guarantee [10]
and involves sorting the responses according to a score of
response i given by Z;’:l ]l(ﬁl-j > 1/2).

4.2 Analysis

We begin with a useful short result followed by the statement and
the proof of our main result that, with high probability, we achieve
e—accurate ranking in polynomial time using polynomial number
of samples, despite the presence of adversarial noise. Precisely,
Theorem 1 and Remark 1 address Question 3; Remark 2 addresses
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Algorithm 3 RORATRON: Robust Preference Data for Rigorous
Alignment

Input: Comparison dataset 8 = {(4, j, {y;‘j})}, true rank r.
Output: Ranking of n responses, 6 € Sy,.
I: Estimate entries of P for i < j as:
pi: = %chilyfj ifi<j
Y 12 ifi=j
2 Set Pij = 1— Pj; foralli > j.
3: Perform robust PCA: {y/(P),S} «— RPCA(y/(P), r).
4: Using a pairwise ranking procedure after taking the inverse
transform: ¢ « PR(P).

5. return o.

Question 1. In this context it is noteworthy that we present the result
for LR models which strictly contain the BTL model while being
much more general [37]; upon proving this result, we specialize it to
the classic BTL model as well (Corollary 1).

LeEMMA 1 (SOME PROPERTIES OF THE LOGIT FUNCTION). Let
a,b,c € (0,1) such that ¢c = a + b. Then, we have,
(1) y(c)=y(a) +y(a+b)+y(1-a)
(2) y(a)+y(1-a)=0.

Proor. Both follow by using the definition of the logit function
that ¥(a) = log(a/(1 — a)) and using the property that log(ab) =
log(a) + log(b). m]

THEOREM 1 (PROVABLY GOOD ESTIMATION OF RANKING IN
LR MODELS IN THE PRESENCE OF ADVERSARIAL NOISE). Let P €
PﬁRW’r) be the true preference matrix according to which the
pairwise comparison dataset 8 = {(i, j, {yfj})} is generated for all

responses pairs (i, j) such that k € [K]. Let P be the empirical
preference matrix computed using N. Let S € [0,1]™" be the
adversarial matrix that additively corrupts P. Let Y be L-Lipschitz
in [%,1 - %] and y(P) be p-incoherent. Let each pair be
compared independently K > 1638442 (1+y)L?n? log? (n) /e A? times
where A = min;; Itﬁ(Pij) - 1//(1/2)|. Then, with probability atleast
1 —1/n3, Algorithm 3 returns an estimated permutation & such that
dist(o,P) < e.

REMARK 1 (COMPUTATIONAL COMPLEXITY). In Algorithm 3,
Step 1 takes O(n*K) = O(n*log®n/e) time, Step 3 takes
0(n%r?log(1/€)), and Step 4 takes O(n®+nlog n) time. Thus, putting
together the cost of these main steps, the overall computational
complexity of our robust ranking algorithm for P € PiR(‘//’r) is
O(n*log? n/e).

REMARK 2 (IDENTIFYING ADVERSARIALLY CORRUPTED PAIRWISE
COMPARISONS). From Step 3 of Algorithm 3, using Theorem 2 of
[30], we also have Supp(g) C Supp(S) and thus we can identify the
corrupted pairwise comparison results.

REMARK 3 (MISSING DATA VERSUS ADVERSARIALLY CORRUPTED
DATA). Note that the adversarial sparse noise we consider subsumes
the setting when comparison results for certain pairs are missing
as in [37] and hence directly applies in that situation. Moreover,
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since the support and magnitude of the corrupted entries of the
preference matrix are unknown, the problem considered in this paper
is harder; consequently, our sample complexity is O(n?) as opposed
to O(n poly log n) in their work.

Proor. Let P; j be the empirical probability estimate of P;;. Note
that we compute P;; = % ZIk(=1 yf.‘j from the given pairwise com-

parison dataset, N = {(i, j, {yfj})}. Now, P =P +8. By Lemma 1,
we may write the adversarially corrupted empirical probability es-
timate as /(P) = ¥(P) +S where S = /(P +S) + ¢/(1 — P). We
have 1//(§) =y(P)+ N where N = 1//(5) — ¥(P). Now, this noise,
N, is purely due to finite-sample effects which can be controlled
(using concentration arguments given in the inequality &3 below) by
driving it down to as small a value as we want by ensuring large
enough number of comparisons for each pair. Note that we input
xy(?) =y(P) +S + N to Subroutine 1 and obtain ¥(P) as the output
in Step 3 of Algorithm 3. Hence, using Theorem 2 from [30], if

HNHM < Gmin(¥/(P))/100n, we have,
N

after T > 10log(3p?roy/€’) iterations associated with Step 1 of
Subroutine 1. Next, we have, with probability at least 1 — 1/n,

, 9 = 8n ||=
¢ +22r (78] + =N
2 r =S}

o v, < v o], -

IA

lv® - v,

INL

~|| &
e +32p%n ”N”2 <€ +32°nr

& [e A
<n —
1+y 2

where ¢; follows by using r < n and HﬁH < ”ﬁ”z, & follows by
[oe]

L?n?log’ n
)

substituting for N from Lemma 2 with K > , and &3 is ob-

. . A . A
tained using e’ = n ﬁ 3.7 =min (amin(t//(P))/IOO, ﬁ W)'

Then using similar arguments as proof of Theorem 13 in [37], we
obtain our result. ]

LEMMA 2 (CONCENTRATION OF SAMPLING NOISE). Under the

conditions of Theorem 1, let each response pair be compared such
L?n%log(n) .
2

>

that the number of comparisons per response pair is K >

with probability at least 1 — 1/n>, )N”z <t

Proor. Let L be the Lipschitz constant of i and set K >
2,2 ~ ~
I#c;g(n). Using the inequality that ) NH2 <n “N” ,

Pr N> %)
= Pr (3(0.)) : [ (Pyy) ~ vi(Pip)| = 7
< ZPr(‘lﬁ(ﬁU) - ‘//(PU)‘ > %)

Lj

< Z Pr(
ij

FIHZ > r) < Pr(

=~ T 1
Pij—Pij| > E) < F

Next, for completeness, we recall the following lemma (proved
in Theorem 8 and Lemma 14 of [37]) which characterizes the

incoherence constant p of P € (P,fR(l//’Z) N PET) in Assumption 1.

LeEmMA 3 (INCOHERENCE OF BTL AnD LR MoODELS). We have
Pe (SD,I{RW/’Z) N PET) ifand only if y(P) =uv' - vu' foru € R"
and v € R™ where u'v = 0. Moreover, §/(P) is p-incoherent where

) , \1/2
n [ Ymax Ymax 3
H=4l5 + —fax where Upin = min; |u;|, Umax = max; |u;l,

ufﬂln vmax
Umin = min; |v;| and vmax = min; |v;|. We also have SD,?TL c
LR(y,2 . .
(P, W2) PSTY since we may set u = 1 where 1 is the all-ones
vector and v = w where w is the BTL parameter vector. In this case,

“5)2
we may rewrite |1 = \/g (1 + %) where w = % S wi
The following corollary makes precise our claim that up to O(n?)
response pairs may be subject to adversarial corruption, but our
RORATRON algorithm still recovers a good ranking.

CoroLLARY 1 (RECOVERY RESULT FOR BTL mMoDEL). Consider
P e SD,?TL. Using Assumption 1, let the adversarial matrix be
S € [0, 1]™" satisfying ||S||ly < n/1024u* where pi is characterized
as in Lemma 3. Then, with probability 1 — 1/n3, the output of
Algorithm 3 with input P computed using N = {(i, j, {yfj})} satisfies
and r = 2, dist(o,P) < e.

S PARTIALLY OBSERVERED ADVERSARIAL
SETTING

In this section, we consider the partially observed and adversarially
corrupted comparison results setting. Both factors can be modeled
in a unified manner by setting the corresponding missing entries of
the preference matrix to zero (or a specific constant to account for
numerical stability). We present our robust ranking algorithm for this
setting in Algorithm 5 — this essentially involves using the ‘OptSpace’
matrix completion algorithm of [24] followed by using the robust
PCA algorithm of [30] as sub-routines. We note at this point that, in
the case when we are confident that the data are collected faithfully
but we do not have the full data to work with, we can use OptSpace
on its own to generate the full preference matrix from the incomplete
one, as presented in Algorithm 4. We show in Experiment 7.3 below
that in such a setting with extremely missing data, we can still
complete the full matrix with minimal error.

While the recent work of [32] considers the incomplete data case,
it leverages extra information provided in the form of side information
(specifically, noiseless and complete item-related features) to derive
recovery guarantees; however, their algorithm is still unable to handle
the presence of pairwise comparisons corrupted in an adversarial
manner as the required assumptions on the noise bounds are violated.
‘We now derive the recovery guarantees as follows.

THEOREM 2 (PROVABLY GOOD ESTIMATION OF RANKING IN BTL
MODEL IN THE PRESENCE OF ADVERSARIAL NOISE AS WELL AS
MISSING DATA). Consider a similar notation as in Theorem 1 but
let P € P,?TL. Let Q C [n] X [n] be a set of compared response
pairs. Assume Q is drawn uniformly from all subsets of [n] X [n] of
size |Q| such that |Q| > C"”"nlog(n) and let the sparse noise satisfy

[IS]lee < AW% where A, := min; ; |w,~ - le' Let the number of



Algorithm 4 CORATRON: Complete Preference Data for Rigorous
Alignment

Input: Comparison dataset N = {(i, j, {yf.‘j})}, true rank r.
Output: Ranking of n responses, 6 € S,.
1: Estimate entries of P for i < j as:

. L3k 1sz ifi < jand (i, j) € Q
Pij=141/2 ifi=jand (i, j) € Q
1/2 i (ij) ¢ ©

2: Setl?ij =1 —ﬁji foralli > j.

3: SetR « OptSpace(tp(ﬁ)Q).

4: Using a pairwise ranking procedure after taking the inverse
transform: o < PR(R).

5: return o.

Algorithm 5 CURATRON: Complete Robust Preference Data for
Rigorous Alignment

Input: Comparison dataset N = {(i, j, {yfj})}, true rank r.
Output: Ranking of n responses, 6 € Sj,.
1: Estimate entries of P for i < j as:

FIyh ifi<jand(ij)eQ
Pij= 1/2 ifi=jand(i’j)€Q
1/2 if (i, j) ¢ Q

: Setﬁij =1 —13]',‘ forall i > j.

: SetR «— OptSpace(rﬁ(ﬁ)Q).

. Use a robust PCA procedure: /(P) «— RPCA(R).

. Using a pairwise ranking procedure after taking the inverse
transform: & «— PR(P).

6: return o.

wm s W N

comparisons per pair be K > cn*|A,. Then with probability at least
1—2/n3, Algorithm 5 returns a ranking that satisfies dist(c,P) < e.

REMARK 4 (RoBUST EsTiMATION OF BTL MODEL IN THE PAR-
TIALLY OBSERVED CASE). For the BTL model, Theorem 2 says
O(nlogn) pairs suffice to estimate the BTL model which matches
bounds from [37]. Further, even in this incomplete comparison data
case, we are able tolerate uniformly random additive sparse noise its
maximum absolute entry scaling as the order of the BTL ‘score-gap’
divided by the number of responses upto logarithmic factors, ie,
O (Ay/n).

Proor. From Lemma 3, we have /(P) = 1w' — w1 for the
BTL model where ¢ is the logit function. Clearly, in this case, /(P)
is a real skew-symmetric matrix of rank r = 2. Since it is skew-
symmetric, its eigenvalues, which are the roots of its charateristic
polynomial, are of the form +2i for some A € R and i = V-1, and
hence, omin (¥(P)) = omax (¥ (P)), ie, the condition number of /(P),
k = 1. Now, we recall the spectral-lower bound from Corollary 2 of
(181,

W®lp a1

Omin P)) > 2
my > T R

Ay ey
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where AW = mini,j |Wl' - Wj|.

Let Q C [n] X [n] be a subset of all the response pairs with compar-
ison results among which some might be corrupted by sparse noise,
ie, l//(PQ) tp(PQ) +SQ +Ng.LetT := So + Ng. From Theorem 1.2

of [24], we have 1 | - ¢(P)HF = LT+ M|y < Cx? ’llmr Tl
where M is the noise matrix after obtaining the completed matrix
Y(P) from ¢(Pq) using OptSpace. Using triangle inequality and
noting that |Q| > C”nlog(n), the noise may be bounded as

[+, = [+, = i 35 + s,
2 ¢ logn(n) ”gQ”z @

where C, C’ and C”’ are constants and { is obtained by using the
triangle inequality that ||T||, < H§QH2 + Hﬁg“z, followed by setting
K > cn*/A,, for constant ¢ and finally using H§QHF < \/ﬁ“gguz

Then, combining Equations 2 and 1, we have if
log(n) = ~ —
a2 el = [ ® -y @

Can
> v @ -y@®)|_=r[F-7_ = 1sile

where Cy is a global constant and using Lemma 2, then we have the
guarantee (along similar lines as that of Theorem 1 that Algorithm 5
returns an estimated permutation which satisfies dist(o,P) <e. O

6 GENERALIZATION TO OTHER RANKING
MODELS

Related to the BTL model are many other binary choice models [14]
such as the Thurstonian model [40]. In such models, the preference
matrix has been shown to be low-rank under appropriate choices of
; for instance, for the Thurstonian models, the probit function turns
out to be the right choice. For further details, we refer the reader to
the work of [37].

Leta,b,c € (0,1) such that ¢ = a + b. Then, for any general non-
linear L-Lipschitz function, we write /(c) = y(a+b) = ¢ (a)+ ¢ (a+
b)—y(a). The error may be lower bounded by |/ (a + b) — ¥/(a)| > Lb.
Thus, for any adversarial model wherein we have P¢ = P + S, we
have:

Y(P%) = (P) + (Y(P+8) — (P)) = ¢/(P) +S

where S is also a deterministic sparse corruption matrix with the
absolute value of the non-zero entries lower bounded by L. min; j S;;.
With the appropriate ¢, /(P) will be a low-rank matrix and hence
Algorithm 3 and the associated recovery guarantee of Theorem 1
holds.

7 EXPERIMENTS

In this section, we answer Question 5. We now perform simulations in
order to understand the performance of our robust ranking approach
in practice in both general and LLM preference dataset settings.

7.1 Evaluation Criterion

We use several evaluations to assess our proposed methods’ effec-
tiveness against unobserved and adversarial corrupted comparisons.
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7.1.1  Normalized Frobenius Error. First, To measure the relative
error between two preference matrices in terms of their elements’
magnitudes, we use the normalized Frobenius error (NFE). NFE
between two matrices P and P is defined as:

”P _ﬁ”Fro
1Pl Fro

where the Frobenius norm, denoted as ||A||ro, for a matrix A is
calculated by:

NFE(P,P) =

>

Al Fro =

In this formula, a;; represents the element of the matrix A in
the ith row and jth column. The Frobenius norm is the square root
of the sum of the absolute squares of all elements in the matrix.
Thus, the numerator ||P — P|| gy, calculates the Frobenius norm of the
difference between the original and reconstructed matrices, and the
denominator ||P||g,, calculates the Frobenius norm of the original
matrix. The ratio provides a measure of the relative error normalized
by the magnitude of the original matrix.

7.1.2 Correlation Coefficient. Second, we compute the correlation
coefficient for corresponding elements in these matrices to assess
the similarity between the original matrix P and the reconstructed
matrix P. The correlation coefficient, denoted as corr, between the
elements of these two matrices can be defined as:

S, (P = (P) (P = (P))
VZI (P = (P))2ZI (P - (P))?

where (P) and (P) denote the mean values of the elements within
the P and P matrices, respectively. n represents the total number of
elements in each matrix.

This formula quantifies the linear relationship between the matri-
ces’ elements. A correlation coeflicient close to 1 indicates a strong
positive linear relationship, whereas a value close to —1 suggests a
strong negative linear relationship. A coefficient around 0 implies no
linear relationship.

corr(P,P) =

7.1.3 Ranking Distance. Third, for ease of reference, we rewrite
the dist (o, P) formula, which evaluates the distance between rankings
obtained by corrupted and recovered matrices, previously defined in
Section ??:

-1
dist (G, P) = (’2‘) DL ((Py > 1/2) A (B() > 5())

i<j
-1
n s
(o) X1 eu> 1128 G0 > 30,
i<j
where @ is the global ranking after applying ranking procedure with
p.

7.2 Performance of Robust Ranking in General
Setting

First, we begin with the BTL model. We generate synthetic pairwise
comparison data and also adversarial sparse matrix as follows. We

2 s~<=~--,! ........ PR | T F]
E 10 '*'--—l-.-.i____
- --RPR
® ~ ML
i -+-RC
< -BC
50 100 150 05 1 15 2

d v

Figure 2: Robust recovery results of the BTL model: we fix v = 2
and vary d in the left plot; we fix d = 100 and vary v in the left
plot.

generate the entries of the BTL parameter vector w from A/(0, %)
followed by generating the ground truth preference matrix from
with yfj is sampled for all response pairs (i, j) for a fixed K. The
adversarial sparse matrix S is generated as a skew-symmetric matrix
where each entry is non-zero independently with probability d/n
followed by generating a value for an entry from U (5, 10) and then
setting the sign to be positive with probability 1/2; this corruption
matrix is then added to the y/(P) to give ¢ (P€) which is then input to
our algorithm; the same P€ is used for the other algorithms as well.

We take the number of responses to be n = 500. In plots in
Figure 2, we compare the performance of our RPR approach using
Algorithm 3 against well-known ranking algorithms, such as Rank
Centrality (RC [28], Maximum Likelihood (ML) and Borda Count
(BC) count [23], with special attention to robustness to the noise
model that we consider in this paper. We vary two parameters
namely, v, spread of the BTL scores, and d, the density of adversarial
corruption matrix. All our results averaged over five runs. We observe
that our algorithm maintains low recovery error in spite of increasing
the problem hardness, thus outperforming previous approaches in all
cases.

7.3 Performance of Robust Ranking in LLM
Preference Dataset

In this illustrative experiment, from the MT-Bench dataset
[48], we collect the data of the first prompt “Compose an
engaging travel blog post about a recent trip to Hawaii, high-
lighting cultural experiences and must-see attractions" and
its six responses from GPT-3.5, GPT-4 [33], Claude-vl
[3], Vicuna-13B [7], Alpaca-13B [39], and LLaMA-13B
[41]. Additionally, we generated nine responses to the same
prompt using Llama-2-70B-chat-hf [42], Falcon-180B-chat
[2], Openchat-3.5 [44], Mixtral-8x7B-Instruct-ve®.1
[22], Mistral-7B-Instruct-v0.2 [21], Gemini-pro
[15], Dolphin-2.2.1-mistral-7B [16],
Solar-10.7B-instruct-v1.0 [25], Yi-34B-chat [1] from
Hugging Face’s HuggingChat [20] and LMSYS’s Chatbot Arena
[48]. So we have n = 15 responses.

Next, we rank the responses using OpenAI’s GPT-4 Turbo
GPT-4-1106-preview [33]. This ranking helps us create the BTL
parameter vector w. We then sort this vector descendingly for visu-
ally accessible when building the corresponding preference matrix
P e R™" With (}) comparisons in P, we randomly remove en-
tries based on a specified deletion probability parameter, dp, to
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Figure 3: Left: Original matrix. Middle: corrupted matrix. Right:
reconstructed matrix. The corrupted matrix has 10% adversarial
corruptions and 10% of unobserved comparisons. We use our
CURATRON algorithm to successfully recover the original matrix.

simulate unobserved comparisons. We then create an adversarial
skew-symmetric sparse matrix, S, using the given matrix P and an
adversarial corruption probability parameter ap. When corruption
is applied, it involves randomly selecting a value from U (-5, 5) and
then adding to the P to give P¢ which is then become the input of our
algorithm. It’s important to note that P is a skew-symmetric matrix,
any corruption must be applied to both ij and ji values.

Our experiment results visualized in Figure 3 show that dp = 10%
and da = 10% can significantly affect the ranking of different models
and the rank of the matrix when performing logit link transformation.
The ranking can get altered quite badly when compared to the original
matrix. Also, the logit link transformation of the corrupted matrix
is high-rank which indicates that there are noises in the matrix. By
using CURATRON to impute the missing comparisons and filter out the
noisy sparse matrix, we successfully reconstruct the original matrix,
which is low-rank when in logit link transformed form. As a result,
we obtain the correct ranking. We also obtain noisy comparisons that
can be used to identify responders with malicious intent and prevent
them from continuing to alter results.

We now examine how our algorithm performs across different
levels of unobserved and adversarially corrupted comparisons. In the
plots shown in Figure 4, we compare the performance of our approach
by varying two parameters, dp and ap. We use NFE, correlation,
and ranking distance as defined earlier in section 7.1. Our results
are averaged over 5 runs. When there is no adversarial noise, we
can recover the original P with no NFE and perfect correlation
and ranking, even if 50% of the comparison data was missing. This
suggests that we may not need to collect all comparisons from humans
to obtain the entire data. We observe that, with n = 15, we only need
to obtain about 50 — 55% of the 105 comparisons and fill in the rest
with our algorithm to achieve a strict 0% NFE, perfect correlation,
and ranking. On the other hand, when missing data is absent, our
algorithm performs well with NFE of approximately 6%, even when
35% of the comparison data is adversarially corrupted. When both
adversarial noise and missing data are present, we can achieve a low
NFE of around 4% when both 15% of the comparison data is missing
and 15% of adversarially corrupted comparisons (30% in total) affect
P.
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Figure 4: Average over 5 runs of reconstruction error, correla-
tion, and distance between reconstructed ranking and original
ranking for different percentages of unobserved and adversarial
comparisons.

8 CONCLUSION

Our study examines how missing information and distorted feedback
can impact LLMs, potentially compromising their performance in
terms of alignment with human values. We have proposed a robust
algorithm for provably correct and efficient ranking responses in the
BTL, LR, and general binary choice models. This robust ranking data
is then input in the PL step. Further, we also handled the partially
observed setting, wherein only some response pairs are compared,
by integrating matrix completion techniques into our robust learning
algorithm. In all cases, we provided statistical and computational
guarantees using novel techniques. Through our comprehensive
analysis, we hope to contribute to the ongoing discussion on Al
safety by helping to create and scale LLMs/AGI models that align
with human values and expectations. Some future research directions
include tightening the recovery results for partially observed settings
under weaker conditions (possibly using noisy-case extensions of
[46]), exploring other notions of adversarial noise, and understanding
the minimax optimal rates for ranking estimators under various noise
models. We also plan to study the parametric non-active pairwise
ranking setting, studying lower bounds and practical algorithms in
the active setting similar to [17]. Furthermore, it would be interesting
to investigate whether we can extend this approach to solve the entity
corruption problem in retrieval models, as shown in [27]. Another
research direction could be defining an alignment framework that
expands DPO to various objective functions based on Rank Centrality
[29]. Finally, we aim to examine the relationship between robust PL
and model capacity, as this can shed light on the trade-offs between
model complexity and generalization performance.
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